Empirical Industrial Organization (ECO 310)
Fall 2018. Victor Aguirregabiria

Problem Set #1
Due on Monday, October 15th, 2018

INSTRUCTIONS. Please, follow the following instructions for the submission
of your completed problem set.

1. Write your answers electronically in a word processor.

2. For the answers that involve coding in Stata, include in the document the
code in Stata that you have used to obtain your empirical results.

3. Convert the document to PDF format.

4. Submit your problem set (in PDF) online via Quercus.

5. You should submit your completed problem set before midnight of Monday,
October 15th, 2018.

6. Problem sets should be written individually.
The total number of marks is 130.

QUESTION 1. [50 points]. Consider an industry for an homogeneous prod-
uct. Firms use capital and labor to produce output according to a Cobb-Douglas

technology with parameters o and ax and Total Factor Productivity (TFP) A.

Q1.1. (5 points) Write the expression for this Cobb-Douglas production func-
tion (PF).

ANSWER. Let Y, L, and K be the physical amounts of output, labor, and capital, respec-

tively. Then, the expression for the production function is: ¥ = A LY KK

Suppose that firms are price takers in the input markets for labor and capital.
Let W, and W, be the price of labor and capital, respectively. Capital is a fixed
input such that the fixed cost for a firm, say ¢, is F'C; = Wi K;. The variable cost
function, VC(Y), is defined as the minimum cost of labor to produce an amount

of output Y.



Q1.2. (5 points) Derive the expression for the variable cost function of a firm
in this industry. Explain your derivation. [Hint: Given that capital is fixed and
there is only one variable input, the minimization problem is trivial. The PF
implies that there is only one possible amount of labor that give us a certain

amount of output].
ANSWER. The variable cost function VC(Y") is defined as:
Voy) = mLin Wy L
subject to : Y = ALt K%K
However, this constrained minimization problem is trivial because the constrain (the pro-
duction function) already give us the optimal amount of labor as a function of output, TFP,

capital, and parameters. That is, taking capital (and TFP) fixed, there is only one amount

of labor that can generate a given amount of output. Solving for L in the equation Y = A
LYt Kk we have that:
Y 1/ar
L =
AKex

Plugging this expression in the variable cost Wy L, we get the cost function:

y 1/ay
VCO@==WE(AK@K>

NOTES ON GRADING: Some of you may have considered the minimization of the La-
grangian:

min Wy, L= A[Y — AL K]
with the first order conditions (f.o.c.) of optimality:

f.o.c. with respect to L: W, — Ao, Y/L =0

f.o.c. with respect to A: Y — AL K%< =0

This is perfectly correct, and you should obtain the same result as above. Note that the
f.o.c. with respect to A is the production function, and this equation give us the optimal
amount of labor as a function of output, capital, TFP, and the parameters. In this case,
with only one input, the other f.o.c. (with respect to labor) is only needed to obtain the

Lagrange multiplier .

If you have obtained the variable cost function by minimizing the cost with respect to capital
and labor, then your answer is incorrect because we are asking for the variable cost function
when capital is fixed, not for the total cost function when both labor and capital are chosen

optimally.



Q1.3. (5 points) Using the expressions for the fixed cost and for the variable
cost function in Q1.2:

(a) Explain how an increase in the amount of capital affects the fixed cost
and the variable cost of a firm.

(b) Explain how an increase in TFP affects the fixed cost and the variable

cost.

AKax
(a) An increase in K implies an increase in the fixed cost and a reduction in the variable cost.

Yy 1/ag,
ANSWER. Fixed cost: F'C = Wi K. Variable cost: VC(Y) = W, ( ) :

There is a trade-off in the choice of capital. This trade-off implies that there is an amount
of capital that minimizes the total cost. But in this exercise we are assuming that, in the
short run, capital is fixed and it can be different to the amount of capital that minimizes
total cost.

(b) An increase in A does not have any effect on the fixed cost, but it reduces the variable

cost.

Suppose that the output market in this industry is competitive: firms are
price takers. The demand function is linear with the following form: P = 100—(Q),
where P and () are the industry price and total output, respectively. Suppose
that o, = ax = 1/2, and the value of input prices are W, = 1/2 and Wy = 2.
Remember that firms’ capital stocks are fixed (exogenous), and for simplicity

suppose that all the firms have the same capital stock K = 1.

Q1.4. (5 points) Using these primitives, write the expression for the profit
function of a firm (revenue, minus variable cost, minus fixed cost) as a function
of the market price, P, the firm’s output, Y;, and its TFP, A,.

ANSWER. Revenue is equal to P Y;. The fixed cost is F'C = W K; = 2. The variable cost

Y 1/OLL 1 Y 2
is: VC;(Y;) =Wy, (AK"‘K) =3 (KZZ) . Therefore, the profit function is:

1/Y:\?
L=PY,—- (=) -2
Q(Ai)




Q1.5. (5 points) Using the condition "price equal to marginal cost", obtain
the optimal amount of output of a firm as a function of the market price, P, and

the firm’s TFP, A;. Explain your derivation.

ANSWER. The marginal cost of a firm in this industry is MC; = Therefore, the

Z%

()

Y;
marginal condition of profit maximization is P = A—ZQ Solving for output, we get:
7

Y; =P A7

Q1.6. (5 points) A firm is active in the market (i.e., it finds optimal to produce
a positive amount of output) only if its profit is greater or equal than zero. Using
this condition show that a firm is active in this industry only if its TFP satisfies

the condition A; > 2/P. Explain your derivation.

ANSWER. Solving the condition Y; = P A? into the profit function, we get:

I, — ppA?_t P A 2—2
b to2 U A

1 2
= —(PA) -2
(P A)
1
Then, the condition IT; > 0 is equivalent to 3 (P AZ-)2 — 2 > 0. Operating in this inequality,
we obtain that this condition is equivalent to P A; > 2, and to A; > 2/P.

Let (P*, Q% Y, Yy, ..., Y3) the equilibrium price, total output, and individual
firms’ outputs. Based on the previous results, the market equilibrium can be
characterized by the following conditions: (i) the demand equation holds; (ii)
total output is equal to the sum of firms’ individual outputs; (iii) firm i is active
(Y;* > 0) if and only if its total profit is greater than zero; and (iv) for firms with
Y* > 0, the optimal amount of output is given by the condition price is equal to

marginal cost.
Q1.7. (5 points) Write conditions (i) to (iv) for this particular industry.

ANSWER. The mathematical representation of conditions (i) to (iv) is:
(i) P* = 100 — Q.
(i) Q" = Y+ Y5+ .+ Y.
(iii) Y;* > 0 if and only if A; > 2/P*.
(iv) If A; > 2/P*, then Y; = P* A?



Q1.8. (5 points) Combine conditions (i) to (iv) to show that the equilibrium

price can be written as the solution to this equation:

N
P*=100—P* |Y A? 1{A; >2/P"}
i=1
where 1{z}is the indicator function that is defined as 1{z} = 1 if condition =z is

true, and 1{z} = 0 if condition z is false. Explain your derivation.

ANSWER. Plugging condition (ii) into (i), we get: P* = 100 — (Y;"+ Y5+ ...+ Y3). Com-
bining conditions (iii) and (iv), we have that the equilibrium amount of output for firm 7 is:
Y = P* A? 1{A; > 2/P*}. Plugging this expression into the previous condition for P*, we
get:
N
P*=100—P* | > A7 1{A; >2/P"}

=1

Suppose that the subindex i sorts firms by their TFP such that firm 1 is the
most efficient, then firm 2, etc. That is, A; > Ay > A3 > ...

Q1.9. (5 points) Suppose that A; =7, A, = 5, and A3 = 1. Obtain the equi-
librium price, total output, and output of each individual firm in this industry.
[Hint: Start with the conjecture that only firms 1 and 2 produce in equilibrium.

Then, confirm this conjecture. Note that we do not need to know the values of
A4, A5, etc].

ANSWER. Suppose for the moment that only firms 1 and 2 produce in equilibrium. Then,
the equilibrium price satisfies the condition P* = 100— P*[A7 + A3] = 100— P*[49 + 25].
Solving for P*, we get P* = 100/75 = 4/3. For firms 1 and 2 to be the only firms active in

the market we need that these conditions hold:
A122/P*, A2Z2/P*, and A3<2/P*

Since A; < Asfor any ¢ > 3, it is clear that third condition implies that A; < 2/P* for any
i > 3, so we do not need to check these other conditions. Now, given that P* = 4/3 we have
that the threshold value for the productivity of an active firm is 2/P* = 3/2. Therefore, the
three conditions are:

Ay >3/2, Ay >3/2, and Az <3/2

Since A, = 7, Ay = 5, and A3 = 1, it is clear that the three conditions hold and the
conjecture is confirmed.
The total industry output is Q* = 100 — P* = 98.66.
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Firm 1’s output is Y{* = P* A; = 49 % (4/3) = 65.33.
Firm 2’s output is ;" = P* Ay = 25 (4/3) = 33.33.
And Y;* = 0 for any firm ¢ > 3.

Q1.10. (5 points) Explain why the most efficient firm, with the largest TFP,
does not produce all the output of the industry.

ANSWER. Since the variable cost function is convex, we have that the profit function is
strictly concave. This implies that the most efficient firm has a finite amount of output that
is willing to produce: Y; = P A; = P 7. If this firm were a monopolist the equilibrium price
would be the solution to P = 100 — P % 7, which implies P = 12.5. Given this price, the
threshold value for TFP for the decision of market entry is 2/P = 2/12.5 = 0.16. Given this
threshold value, we have that Ay =5 > 0.16, such that firm 2 is willing to be active in the

market and produce a positive amount of output.



QUESTION 2. [80 points].

The Stata datafile blundell bond 2000 production function.dta contains
annual information on sales, labor, and capital for 509 firms for the period 1982-
1989 (8 years). Consider a Cobb-Douglas production function in terms of labor

and capital. Use this dataset to implement the following estimators.

Q2.1. (10 points) OLS with time dummies. Test the null hypothesis oy +ax =
1. Provide the code in Stata and the table of estimation results. Comment the

results.

ANSWER. MODEL: The regression model is:
Yir = o + ar by + ax ki + 7, + wie

where the variables are in logarithms. We account for the time effects ~, by including

time (year) dummies: one for each year, except one.

CODE
gen logy = 1ln(sales)
gen logn = 1n(labor)
gen logk = 1n(capital)

xtset id year
reg logy logn logk i.year
test logn + logk =1

COMMENTS ON RESULTS

(a) According to the estimates, the technology is more intensive in labor than in capital.

(b) The test of Constant Returns to Scale (CRS) rejects the null hypothesis under the
standard significance levels (p-value is smaller than 1%). There is evidence of decreasing
returns to scale.

(c) However, we expect the OLS estimator to be biased because endogeneity, i.e., corre-

lation between the regressors (observed inputs) and the error term (unobserved TFP).



TABLE OF RESULTS

A
// 3. Question 2.1: OLS estimator
/] mmm e
reqg logy logn logk i.year
Source 83 df M3 Number of obs = 4,072
F(9, 4062 = 14254.66
Model 15946.3907 9 1771.82119 Prob > F = 0.0000
Residual 504.897075 4,062 124297655 R-squared = 0.9693
Adj R-sguared = 0.9692
Total 16451.2878 4,071 4.04109255 Root MSE = .352h5¢
logy Coef. Std. Err. t Pt [95% Conf. Intervall]
logn .b578836 .009828¢ 56.76 0.000 .b3861472 .577153
Togk .4322828 .008139¢ 53.11 0.000 4163247 .4482409
Vear
1983 -.0508626 .022107 -2.57 0.010 1002045 -.0135206
1984 -.050041 .0221342 -2.26 0.024 .0934362 -.00606458
1985 -.0875714 .0221985 -3.94 0.000 1310926 -.0440503
1986 -.092866 0222691 -4.17 0.000 1365256 -.0492063
1987 -.0580831 .0223043 -2.60 0.009 1018218 -.0143644
1988 -.0211632 0223277 -0.95 0.343 .0649378 .0226114
1989 -.0382923 .0224365 -1.71 0.088 .0822802 . 0056957
_cons 3.046843 .03152680 96.64 0.000 2.985033 3.108652

test logn + logk = 1
{ 1) logn + logk = 1
F( 1, 4082) = 9.29
Prob » F = 0.0023



Q2.2. (10 points) Fixed Effects estimator with time dummies. Test the null
hypothesis of no time-invariant unobserved heterogeneity: 7, = 0 for every firm
1. Provide the code in Stata and the table of estimation results. Comment the

results.

ANSWER. MODEL: The regression model is:
Yit = o + o Lig + o ki + v + 0 + wi

where the variables are in logarithms. We eliminate the individual effect by transforming

the model in deviations with respect to firm-means:

Uit = Qg ZitTLCVK Eit+ni+ait
where Yy = yir — ;, Et = Uy —0;, Eit = ki — ki, and Uy = uy — U;, and the variables Uiy l;,
and k; are the sample means of log-output, log-labor, and log-capital for firm i, respectively.
We apply OLS to this model. We account for the time effects v, by including time (year)

dummies: one for each year, except one.

CODE. The command xtreg ...., fe implements this estimator. We don’t need to
transform the variables, the command makes this transformation for us.

xtreg logy logn logk i.year, fe

test logn + logk =1

COMMENTS ON RESULTS

(a) According to the estimates, the technology is more intensive in labor than in capital.
The test of Constant Returns to Scale (CRS) clearly rejects the null hypothesis under the
standard significance levels (p-value is smaller than 1%). There is evidence of decreasing
returns to scale.

(b) The test of the null hypothesis of no time-invariant unobserved heterogeneity (1, = 0
for every firm 7) is the F-test at the bottom of the table of estimates. The p-value of this
test is practically zero. Therefore, we clearly reject the null hypothesis of no time-invariant
unobserved heterogeneity.

(c) In fact, most of the variance of the error term n; + w; is accounted by the time-
invariant component 7,. This is shown by the parameter "rho = 0.8948" that represents the
estimate for Var(n,;)/Var(n, + w).

(d) However, we expect the FE estimator to be biased. This estimator may control for
the endogeneity due to the fixed effect n;, but not for the endogeneity problem due to the

correlation between the regressors (observed inputs) and the transitory shock w;.



TABLE OF RESULTS

F e
S/ 4. Question Z2.2: Fixed Effects estimation
e
xtreqg logy logn logk i.year, fe
Fixed-effects {(within} regressicn Number of obs = 4,072
Group wvariable: 1d Number of groups = L0092
R—-sqg: Cbs per group:
within = 0.7379 min = 8
between = 0.9706 avg = 8.0
overall = 0.9661 max = 3
F(9,3554) = 1111.47
corr{u i, Xb) = 0.5988 Prob > F = 0.0000
logy Coef. sStd. Err. t P>t [95% Conf. Interval]
logn .6544609 .0144048 45.43 0.000 .6262184 . 6827034
logk .2329072 013637 17.08 0.000 .2061702 . 2596443
vear
1983 —-.037640¢6 .0093042 -4.05 0.000 —.0Eh8828 —. 0193985
1984 —-.0076445 .0096071 -0.80 0.426 —-.0264805 L0111914
1985 —.0234513 0100855 -2.32 0.020 —.0432449 —-.0036578
1986 —-.0136103 .0105543 -1.29 0.1397 —.0343034 .0070829
1987 .0314121 .0108748 2.89 0.004 .0100307 0527335
1988 07583576 0111072 6.78 0.000 . 0535805 . 0971347
1989 .0764164d 0118166 o.47 0.000 .0532485 . 0985844
_cons 3.863804 .0h23288 T3.00 0.000 3.76003 3.967578
sigma u . 42922318
sigma e .14715329
rho .89482518 (fraction of wvariance due to u i)
F test that all u i=0: F(508, 32554) = 38.90 Prob > F = 0.0000
test logn + logk = 1
[ logn + logk = 1
F( 1, 3554, = 121.32
Prob > F = 0.0000
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Q2.3. (10 points) Fixed Effects - Cochrane Orcutt estimator with time dum-
mies. Test the two over-identifying restrictions of the model. Provide the code

in Stata and the table of estimation results. Comment the results.

ANSWER. MODEL: The Cochrane-Orcutt estimator is applied to eliminate the serial cor-
relation in the transitory shock w;. Suppose that wu; follows an AR(1) process such that
Ujp = P Uy—1 + i, Where a;; is not serially correlated. Then, we can obtain the a quasi-first
difference transformation of the model (equation at period ¢ minus p times equation at period

t — 1). This implies the following equation:

Yit = By Yit—1 + Bo L + B3 livm1 + By kie + Bs ku—1 + 1] + 75 + au

with 8, = p, By = ar, B3 = —payr, B, = ak, and B; = —pag. The FE Cochrane-Orcutt
estimator is the FE estimator in this equation.

The model implies two restrictions on the parameter estimates 3:

—53/32 =, and — Bs/By = b1

We can test these nonlinear restrictions separately or jointly using the command "testnl" in
Stata.

CODE. To implement this estimator, we can use the command xtreg ...., fe but now
we need to include also as regressors the first lags of log-output, log-labor, and log-capital.

xtreg logy l.logy logn 1l.logn logk 1l.logk i.year, fe

The code for the test the restrictions. The following is the code for a test of CRS, and for test-
ing the over-identifying restrictions (OIR) between the parameters. We have implemented
both single tests of each OIR and a joint test.
test logn + logk =1
testnl (_b[1l.logy]
testnl (_b[1l.logy]
testnl (_b[1l.logy]

-_b[1.logn]/_bl[logn])
-_b[1.logkl/_bl[logk])
-_b[1.lognl/_bllogn]l) (_b[l.logy]l = -_b[l.logkl/_b[logk])

11



TABLE OF RESULTS

S
/7 B. Question 2.3: Fixed Effects - Cochrane-Orcutt estimation
F A
xtreg logy l.logy logn l.logn logk l.logk i.vear, fe
Fixed-effects (within) regression Number of obs = 3,563
Group variable: 1d Number of groups = 509
R—-sg: Obs per group:
within = 0.7825 min = 7
between = 0.9879 avg = 7.0
overall = 0.9847 max = 7
F(11,3043) = 995.10
corr(u i, Xb) = 0.7191 Prob > F = 0.0000
logy Coef. Std. Err. t P>t [95% Conf. Interwvall]
logy
Ll. .4039344 .015273 26.45 0.000 .3739879 .4338808
logn
- .4880013 .0166747 z29.27 0.000 .4553065 .5206961
Ll. -.0231194 .0192464 -1.20 0.230 -.0608566 .0146179
logk
- .1765454 .0178288 9.90 0.000 .1415877 .2115032
Ll. —-.1305487 .0164086 -7.96 0.000 -.1627218 —-.0983757
vear
1984 .0504054 L0077479 7.28 0.000 .0412138 L.071597
1985 .0271379 .0081264 3.34 0.001 .0112041 .0430717
1986 .0494812 .0086725 5.71 0.000 .0324767 .0664858
1987 .1033078 .0091382 11.31 0.000 .08533902 .1212255
1988 .1310847 .0094591 13.86 0.000 1125379 .1496315
1989 .1174383 L0100291 11.71 0.000 L0977T739 L1371027
_cons 2.625541 .079%9623 32.83 0.000 2.468756 2.782327
sigma u .31731619
sigma e .12076713
rho .8734782¢ (fraction of wvariance due To u i)
F test that all u i=0: F(508, 23043) = 3.7¢6 Prob > F = 0.0000

12



I
[

. test logn + logk
(1) logn + logk =1

F( 1, 3043) = 447.06

Prob > I = 0.0000
. testnl { b[l.logy] = - bl[l.logn]/ bl[logn])
(1) bll.logy] = - b[l.logn]/ b[logn]
chiz({l) = 111.37
Frob > chiZz = 0.0000
. testnl { b[l.logy] = - b[l.logk]/ b[logk])
(1) b[l.logy] = - bll.logk]/ b[logk]
chiz (1) = 21.13
Prob » chiz = 0.0000
testnl { b[l.logy] = - b[1.logn]/ bllogn]} ({ bll.logy] = - bll.logk]/ b[logk]
(1) bll.logy] = - b[l.logn]/ b[logn]
(2)  bll.logy] = - bll.logk]/ b[logk]
chiz(2) = 112.43
Frob > chiZz = 0.0000

13



COMMENTS ON RESULTS

(a) According to the estimates, the technology is more intensive in labor than in capital.
The magnitude for the estimate of ak is to small, and as a result the value of ay + ak is
too far away from CRS.

(b) The estimate of p (or (3,) is significantly different to zero and it is not small. Therefore,
there is evidence of serial correlation in the transitory shock.

(c) The test of the null hypothesis of no time-invariant unobserved heterogeneity (7, = 0
for every firm i) is the F-test at the bottom of the table of estimates. The p-value of this
test is practically zero. Therefore, we clearly reject the null hypothesis of no time-invariant
unobserved heterogeneity.

(d) Tests of OIRs. The three tests (for each restriction separately, and for the two
restrictions together) are clearly rejected with a p-value practically equal to zero. Therefore,
there is clear evidence against the restrictions of this model.

(e) Despite there is evidence of serial correlation in the transitory shock and of time-
invariant unobserved heterogeneity, the restrictions of this model/estimator are rejected. A
possible explanation is that this estimator is biased /inconsistent because it does not control
for the endogeneity due to the correlation between the regressors (observed inputs) and the
innovation in the transitory shock, a;. That is, this method controls for endogeneity due
to the fixed effect 7, and to the component p wu;;_; in the error term (we are controlling for
this by including the lagged values y;;_1, i1, and k;_1 as regressors). But it does NOT

controls for the endogeneity problem due to component a;; of the error term.

14



Q2.4. (10 points) Arellano-Bond estimator with time dummies and non-
serially correlated transitory shock. Provide the code in Stata and the table of

estimation results. Comment the results.

ANSWER. MODEL: We estimate the model in first differences:
Ay = ap Aly + ag Aky + Ay, + Auy

using as instruments ¢;; 5 and k;;_o and also lags before ¢ — 2. These instruments are valid
only in wu; is not serially correlated, or what is equivalent, if Awu; is serially correlated of

first-order but not of second order or higher.

CODE. To implement this estimator, we can use the command xtabond.

- Though the model is estimated in first differences, the syntax of the model is such that
the dependent and explanatory variables are input in levels, i.e., logy logn logk i.year

- The part gmm(., lag()) of the command determines the set instruments. We use lags
t — 2 of log-output, log-labor, and log-capital: gmm(logy logn logk, lag(2 .))

- The part iv() of the command determines the regressors which are exogenous, in our
case only the time dummies: iv(i.year)

- We use the option noleveleq to choose the Arellano-Bond estimator (the default of
this command is the System GMM estimator).

- We use the option robust to obtain standard errors that are robust of serial correlation

and heteroscedasticity.

xtabond2 logy logn logk i.year, gmm(logy logn logk, lag(2 .)) iv(i.year)
noleveleq

test logn + logk = 1

COMMENTS ON RESULTS

(a) According to the estimates, the coefficient of capital is very small and not significantly
different to zero. This is completely implausible.

(b) The test of serial correlation "Arellano-Bond test for AR(2) in first differences" tests
for the null hypothesis F(Au;; Au;_o) = 0. The p-value of this test is 0.002. The null
hypothesis is clearly rejected. This implies that wu; is serially correlated, and therefore that
the instruments ¢;;_» and k;;_» are not valid.

In summary, the estimates do nor have economic sense and the restrictions of the model

are rejected.

15

robust



TABLE OF RESULTS

- S/
- S/
- IS
- talkond?z2 logy logn logk i.ovear, gmm(logy logn logk, lagdZ () ) iv(i.vyvear) rolu
= st nolevel edg
Favoring space over speed. To switch, type or click on mata: mata set matafavor
= spreed, perin.
Warning: Two—step estTimated covariance matiro of moments is singualar.
TUsing a geoncralizod inverse to calculate robust weoighting matiriszx for Hansornn t

esl.
Difference—1in

—Sargan/Hansen

may be n

egative.

IDyrmamic panel —dal.a esl.imal.ion, one—sl.epy diMNlMTerence (GMM
Grourn varialklco: id MNMurkbcor of olbhs 3563
Time varialkhle @ o wyear Mramksesrs <>l ¢ raotiprss 509
Moamlver of dnstraments 70 Olos per group: min 7
Wald chiZz (10) = 245.00 avoy = 7 .00
Prol > o achi? = 0O.000 max = 7
Rokbust
[Retehvs Coef o Std. Tirrv . b P> = | | @hHh% Cont . Tnterval |
logr .6044881 L1021823 5. 80 0.000 L.d4984z2144 .8047618
loglk L0294 33 LO08B0Z23/71 O.a68 O.h09 —.l043183a LZ2102050
@] (emptty)
—. 0182737 .010z597 1. 0.075 —.0383824 -0018349
L0OBREZ440 LD 70495 2. O.0539 0018278 .0es8aa04d
LO0Z321971 L0242a6b58 1. O.106 —.008B36% LO08e s /2
0623552 -.0318072 1. 0.05H0 -0000143 -lz469671
L0342 3. O.000 0493828 L 8aban 2
.037151 4 . 0.000 L0265153 .2421447
-0432925 4 . 0.000 -10z2328907 2720933
Instruments for first differences =ecuation
Standard
. (128X b.vyvear 19832.yvear 1981 .vyvear 198h.vear 1986a.yvear 1987 .yvear 1988.yvear
19289.vyoar)
CSMM— Lype (mlissing=0, separale inslLlrumenlts for each period unless collapsed)

.(z2//) (Logy Logn Loglk)

Arellano—Borid LeslLl Lo ALR(L) in firsL dilfllferences: = = —5.17 re > wu = . Q
Arel lano—Bond test for AR (Z2) in first differences: = = -3 .03 Fr > = = O.002
Sargan Leslt <> | Gvwerrticda resl.riacl.ions:z ahi 2 (60 = 337 .50 Preks > ohhi 2 = O.000
(INot robust, but not weakened by many instrumenits. )
Hanson tost v overid. restrictions: chiz2 (60) = o9z .16 Prolk = chiZz = O.005%
(Rokust, but weakened by many 1nstriaments. )
Difference—in—-Hans<in tests of exogeneity of instrument sulkhsets:
iv (98 b.year 1983 .yvear 198 .vyvear 198h.yvear 18986.vyvear 1987 .yvear 1988.year 19
= 9. .vyear)
Hansen test excluding groums: = 74 .33 Tl = o.0z8
Differaences (rmal | H = exogenaolls) 2 = VA S| FProo = A = G.013

. test logn + logk = 1
[ 1 eoggra logk = 1
chiiz 1y = 15
Proks > chi>z = Q

.11
.00
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Q2.5. (10 points) Arellano-Bond estimator with time dummies and AR(1)
transitory shock. Provide the code in Stata and the table of estimation results.

Comment the results.

ANSWER. MODEL: Suppose that u;; follows an AR(1) process such that u; = p w1+ ai,
where a;; is not serially correlated. Since the transitory shock is serially correlated, the
Arellano-Bond instruments are not valid in the equation in first differences. However, we
can transform the model taking a quiasi-first difference (as we did for the Cochrane-Orcutt)
estimator, such that we can obtain a model where the "new" transitory shock is a;;, which

is not serially correlated. The model after the quasi-first difference is:
Yit = B1 Yit—1 + B lie + B3 liv—1 + By kit + By ki1 + 17 + 7 + au
Then, in this model we can apply first differences. The equation that we estimate is:
Ay = By Ayip—1 + By Al + By Aliy—1 + By Akiy + Bs Aky—1 + Ay + Aay

with 8, = p, By = ar, B3 = —pay, B4 = ak, and 85 = —pa. We estimate this model using
a instrumental variables (GMM) estimator using as instruments ¢;;_» and k;;_» and also lags

before t — 2. Note that these instruments are valid in this transformed model.

CODE. To implement this estimator, we can use the command xtabond. The only dif-
ference with respect to the code in Question Q2.5 is in the set of regressors. Now, we need
to include the first lags of log-output, log-labor, and log-capital as regressors. The set of in-
struments is the same, and the other options of the command are also the same. Remember
that in the syntax of this command the variables are input in levels though the estimation
is in first differences (the command makes the transformation for us). We also test the

restrictions on the parameters implied by the AR(1) model.

xtabond2 logy 1l.logy logn l.logn logk 1l.logk i.year, gmm(logy logn logk, lag(2
.)) 1iv(i.year) robust noleveleq

test logn + logk =1

testnl (_b[1l.logy]

testnl (_b[1l.logy]

testnl (_b[1l.logy]

-_b[1.logn]/_b[logn])
-_b[1.logk]l/_bl[logk])
-_b[1.logn]l/_bl[logn]) (_b[l.logy]l = -_b[1l.logkl/_bllogk]l)

COMMENTS ON RESULTS
(a) According to the estimates, the technology is more intensive in labor than in capital.
Though the coefficient of capital is now significantly greater than zero, it still seems too

small. As a result the value of a + aj is too far away from CRS.
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(b) The estimate of p (or (3,) is significantly different to zero and it is not small. Therefore,
there is evidence of serial correlation in the transitory shock.

(c) The test of serial correlation "Arellano-Bond test for AR(2) in first differences" tests
for the null hypothesis E(Aa;; Aay_2) = 0. The p-value of this test is 0.173. The null
hypothesis cannot be rejected using the standard significance levels (i.e., p-value is greater
than 10%). This implies that we cannot reject that a;; is not serially correlated, and therefore
that the instruments ¢;;_o and k;;_» are valid. That is, it seems that by including the lagged
values v;;_1, ¢ir_1, and k;_1 as regressors we have been able to control for serial correlation
in the transitory shock.

(d) The model implies two restrictions on the parameter estimates (3:

—53/32 =, and — Bs/By = b1

We can test these nonlinear restrictions separately or jointly using the command "testnl" in
Stata. We have implemented both the single and the joint tests. The test of Hy : =35/, =
B has a p-value of 0.0143, such that we cannot reject the null at 1% but we reject it at 5%
significance level. The test of Hy : —(5/5, = [3; has a p-value of 0.178, such that we cannot
reject the null at the standard significance levels. The joint test has a p-value of 0.0227,
which again implies that we cannot reject the null at 1% but we reject it at 5% significance
level.

In summary, accounting for AR(1) transitory shocks has improved significantly the esti-
mates and the specification tests. However, the restrictions of the model are only marginally
"accepted" and, most importantly, the estimate for the coefficient of capital seems implau-

sibly small.
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Q2.6. (10 points) Blundell-Bond system estimator with time dummies and
non-serially correlated transitory shock. Provide the code in Stata and the table

of estimation results. Comment the results.

ANSWER. MODEL: Now, we estimate the parameters of the model by combining two sets
of moment restrictions: (i) the ones from the Arellano-Bond IV (GMM) estimator; and (ii)
the ones from the Blundell-Bond IV (GMM) estimation of the equation in levels:

Yir = ap by + o ki + v, + (1; + wir)

using as instruments Af; ; and Ak; ;. Remember that this system estimator uses both
the Arellano-Bond instruments in the equation in first differences, and the Blundell-Bond
instruments in the equation in levels. For the validity of these instruments (either AB or

BB) we need the transitory shock wu;; not being serially correlated.

CODE. To implement this estimator, we can use the command xtabond. The only dif-
ference with respect to the code in Question Q2.4 is that we should not include the option
noleveleq. Note that the syntax of this command is such that, though we input the list
of instruments in levels, the command understands that this instruments should be in levels
for the equation in first-differences, and the instruments should be in first differences for the

equation in levels.

xtabond2 logy logn logk i.year, gmm(logy logn logk, lag(2 .)) iv(i.year)
test logn + logk =1

COMMENTS ON RESULTS

(a) According to the estimates, the technology is more intensive in labor than in capital.
But now both aj and ak are larger and the value of o + a g is very close CRS. In fact, the
test of CRS has a p-value of 0.7794.

(b) The test of serial correlation "Arellano-Bond test for AR(2) in first differences" tests
for the null hypothesis E(Au; Au;—o) = 0. Similarly as for the Arellano-Bond estimator
without AR(1), the p-value of this test is practically zero. The null hypothesis is clearly
rejected. This implies that u; is serially correlated, and therefore neither AB nor BB instru-

ments are valid.
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. 2xLabondZ logy logn Llogk 1.ycecar, gmun(logy lognn logk, lag (2 .)) 1v{l.yocar) robu
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Favoring space over speed. To switch, type or click on mata: mata set matafavor
> speed, perm.
Warning: 'I'wo—stop
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> est.
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is singalar.
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Time variabhle :: vear TMimber of groups 509
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Wald <hi2 (10) = 24ib4 .89 avyg = 2.00
Prols > <hi2 - 0.000 mMAax =
Robust
Cool . SlLled. Err. . P> 2| | 9% Conl. InlLoerwvall]
.7359973 .0860694 8.55 0.000 .5673045 .9046302
.2724414 .0702628 3.88 0.000 -1347289 .410154
0 (empty)
—.045/b84 L0094/ 66 —4 .83 0.000 —.0643322 —.02/1846
—.0259174 0147467 —-1.76 0.079 —.0548195 .00r9842
—.046355 .0214732 —2.16 0.031 —.08834417 —.0042683
—.0387785 -.0281887 —1.38 0.1l62 —.0940235 -.01led4e85
0013652 .0299436 0.05 0.964 —. 0573233 L0B00B37
0415917 .031848 1.31 0.192 —. 0208291 1040126
.038114 .0373453 1.02 0.307 —.0350814 .1113095
3.586964 L2323373 15.44 0.000 3.131591 4.042337

Instruments for first differences eguation
SlLandard
D. (1982%bh.vear 1983.vear 1984.vear 1985L.vear 1986.vear 1987 .vear 1988.vyvear
198%.vear)
CMM—-tvypee (missing=0, separate instruments for each periocd unless collapsed)
L(2/7) . (Logy logn logk)
ITnstruments for levels eguation
Standard
1982 . year 1983 . year 1984 . vyvear 1985.vyvear 1986, year 1987 .vyear 1988 vyear
1989 . vear
_cons
CMM—-tvypee (missing=0, separate instruments for each periocd unless collapsed)
DL, (Logy logrr logk)

Arellano—DRond test for AR(1l) in first differences: =z = —5.52 Pr » =z = 0.000
Arel lano—RBond Lesl Lor AR(Z) 1nn LirsL dillerences: = = —3.b2 DPr > 2z = Q0.000
Sargan test of overid. restrictions: chiZzZ (78) =2130.33 Frokb > chiZz = 0.000
(MNot robust, but not wealkened by many instruments.)
Harngsoen LesLt of overid. resbriclions: chiZzZ (78) = 190.2328 Prokbh » chilz = Q.000
(Robust, butt weakened by many instruments. )
Difference—in—Hansen tests of exogeneity of instrument subsets:
GMM instruanont for lovaels
Hansen test excluding group: chiz (60 — 89.01 Prokb > chiZz — 0.009
Difference (null II = exogencus): <chiZz (18) = 101.3¢ Prokb > chiZz = 0.000

iv (1982b.year 1983 . yoar 1984 . yeoar 198b5.year 1986, yoar 1987 0 yoear 19828, ycar 198
> 9lyear)

Hansen test excluding group: chiz (71) = 135.63 Frok > chiZz = 0.000
Difference (null H = exogencus): chiZz (7) = 54 .75 Prok > chiZz = 0O.000
. test logn + logk = 1

(SR Togn + Togk — 1

chiZ( 1) = 0.08
Prok » <chiz = 0.7794
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Q2.7. (10 points) Blundell-Bond system estimator with time dummies and
AR(1) transitory shock. Provide the code in Stata and the table of estimation

results. Comment the results.

ANSWER. MODEL: Suppose that u; follows an AR(1) process such that u;; = p uy_1+ay,
where a;; is not serially correlated. Since the transitory shock is serially correlated, the
Arellano-Bond and the Blundell-Bond instruments are not valid in the equation in first
differences. However, we can transform the model taking a quiasi-first difference (as we
did for the Cochrane-Orcutt) estimator, such that we can obtain a model where the "new"
transitory shock is a;, which is not serially correlated. The model after the quasi-first

difference is:
Yit = B1 Yit—1 + B lis + B3 liv—1 + By kit + By ki1 + 17 + 7 + ai
and in first differences,
Ay = 81 Ayir—1 + By Al + B3 Aly—1 + By Ak + By Akir—1 + Ay 4+ Aay

with 8, = p, By = ap, B3 = —payr, B, = ak, and B; = —pag. The system GMM
estimator of this model consists of using Arellano-Bond instruments in the equation in first
differences, and the Blundell-Bond instruments in the equation in levels. For the validity of

these instruments (either AB or BB) we need the shock a;; not being serially correlated.

CODE. To implement this estimator, we can use the command xtabond. The only dif-
ference with respect to the code in Question Q2.5 is that we should not include the option
noleveleq. Note that the syntax of this command is such that, though we input the list
of instruments in levels, the command understands that this instruments should be in levels
for the equation in first-differences, and the instruments should be in first differences for the
equation in levels. We also include a test of CRS, and tests of the restrictions implied by
the AR(1) process.

xtabond2 logy 1l.logy logn 1l.logn logk 1l.logk i.year, gmm(logy logn logk, lag(2
.)) iv(i.year) robust

test logn + logk =1

testnl (_b[1l.logy]

testnl (_b[1l.logy]

testnl (_b[1l.logy]

COMMENTS ON RESULTS

(a) Now, according to the estimates, the technology is more intensive in capital than

-_b[1.logn]l/_bl[logn])
-_b[1.logkl/_bl[logk])
-_b[1l.1logn]/_b[logn]) (_b[l.logy]l = -_b[l.logkl/_b[logk])

labor. Both parameters are large. The value of aj + ak is very close to 1 and the null
hypothesis of CRS has a p-value of 0.8456.
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(b) The estimate of p (or /3;) is quite large (0.7035) significantly different to zero. There
is evidence of strong serial correlation in the transitory shock.

(c) The test of serial correlation "Arellano-Bond test for AR(2) in first differences" tests
for the null hypothesis E(Aa;; Aay_2) = 0. The p-value of this test is 0.461. The null
hypothesis cannot be rejected using the standard significance levels (i.e., p-value is way
greater than 10%). This implies that we cannot reject that a; is not serially correlated,
and therefore that AB and BB instruments are valid. That is, it seems that by including
the lagged values y;;_1, ¢i;—1, and k;;_1 as regressors we have been able to control for serial
correlation in the transitory shock.

(d) The model implies two restrictions on the parameter estimates (3:

—53/32 =, and — B5/By = b1

We can test these nonlinear restrictions separately or jointly using the command "testnl"
in Stata. We have implemented both the single and the joint tests. The test of Hy :
—0B4/B5 = (B, has a p-value of 0.1051, such that we cannot reject the null at 10%. The
test of Hy : —f5/0, = (5, has a p-value of 0.0047, such that we marginally reject it at 1%
significance level. The joint test has a p-value of 0.0169, which implies that we cannot reject
the null at 1% but we reject it at 5% significance level.

In summary, accounting for AR(1) transitory shocks has improved significantly the esti-
mates and the specification tests. The restrictions of the model are marginally "accepted" at
1% significance level. Most importantly, in contrast to the AB -with-AR(1), the estimate for
the coeflicient of capital is now plausibly, and the null hypothesis of CRS cannot be rejected.
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1989 . yvoar
COrs
GMM—tvyvpepe (Mmissing=0, separate Instruments for each period unless <collapsed)
DL. {(logy logn loglk)

Arellano—Rond test for AR( A Ffirst di fferences

1) - —9.69 P >
Arellano—Bond test for AR{(Z) in first differences

—0.74 P~

4
I
!

000
L4861

\

v
N
o

N

Sargarn Leslt ol overid. roslricllions: chihiZ (74) = 302.67 Prols > chiiZz
(Mol robusbL, bul nol weakened by many inslblrumenlbs.o)

ITansen Test of overid. restrictions: <chiZ (/4 = 13bL.9Yv Prok > <chiZz = 0.000
(Relkust, but weakened by many instruments. )

N
[
e
o
O
O
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24



I
[

. test logn + logk

(1) logn + logk =1

chiz( 1) = 0.04
FProb > chiZz = 0.8456
. testnl { b[l.logy] = - b[l.logn]/ bllogn])
(1) bll.logy] = - b[l.logn]/ b[logn]
chiz({l) = 2.03
Frob > chiZz = 0.1051
. testnl { b[l.logy] = - b[l.logk]/ b[logk])
(1) b[l.logy] = - bll.logk]/ b[logk]
chiz (1) = 7.98
Prob > chiz = 0.0047
testnl { b[l.logy] = - b[1.logn]/ bllogn]} ({ bll.logy] = - b[l.logk]/ b[logk]
(1) bll.logy] = - bll.logn]/ b[logn]
(2)  bll.logy] = - bll.logk]/ b[logk]
chiz(2) = 8.17
Frob > chiz = 0.0109
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Q2.8. (10 points) Based on the previous results, select your preferred esti-

mates of the production function. Explain your choice.

ANSWER. Taking into account the following criteria: (i) plausible estimates of the parame-
ters (not too small, and not too far from CRS); (ii) validity of the instruments, i.e., accepting
(not rejecting) the null hypothesis that the shock in the regression is not serially correlated;
and (iii) accepting (not rejecting) the restrictions on the parameters [ imposed by the model;
the best estimator, as argued above, is the System-GMM with AR(1) transitory shock.
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DO FILE

// eco310_problem_set_1_question_2_2018.do

// Victor Aguirregabiria
// October 1st, 2018

use c:\PROBLEM_SETS\blundell_bond_2000_production_function.dta
/] =mmmmmmmmmm e

// 2. Construction of variables

gen logy = 1ln(sales)

gen logn = 1n(labor)

gen logk = 1n(capital)

xtset id year

// 3. Question 2.1:

OLS estimator

reg logy logn logk i.year

1

/] =

1

Fixed Effects estimation

/]

test logn + logk =

// 4. Question 2.2:

xtreg logy logn logk i.year, fe
test logn + logk =

// 5. Question 2.3:

Fixed Effects - Cochrane-Orcutt estimation

xtreg logy l.logy logn l.logn logk 1l.logk i.year, fe

test logn + logk =
testnl (_b[1l.logy]
testnl (_b[1l.logy]

1

-_b[1l.logn]/_bl[logn])
-_b[1.logkl/_bl[logk])
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testnl (_b[l.logy]l = -_b[l.logn]/_bl[logn]) (_b[l.logyl = -_b[1l.logkl/_bl[logkl)
[/ —mmmm e
// 6. Question 2.4: Arellano-Bond: No AR(1)

xtabond2 logy logn logk i.year, gmm(logy logn logk, lag(2 .)) iv(i.year) robust
noleveleq

test logn + logk =1

/] —mmmmmmmm e

// 7. Question 2.5: Arellano-Bond: AR(1)

xtabond2 logy 1l.logy logn 1l.logn logk l.logk i.year, gmm(logy logn logk, lag(2
.)) iv(i.year) robust noleveleq

test logn + logk =1

testnl (_b[1l.logy]

-_b[1.1logn]/_b[logn])

testnl (_b[l.logyl = -_b[1l.logkl/_bl[logkl)

testnl (_b[1l.logy]l = -_b[1l.logn]/_bl[logn]) (_b[l.logyl = -_b[1l.logkl/_bl[logkl)
A

// 8. Question 2.6: System GMM: No AR(1)

/] ——mmmmmmm e

xtabond2 logy logn logk i.year, gmm(logy logn logk, lag(2 .)) iv(i.year) robust
test logn + logk =1

/] —mmmmmm e

// 9. Question 2.7: System GMM: AR(1)

xtabond2 logy 1l.logy logn 1l.logn logk l.logk i.year, gmm(logy logn logk, lag(2
.)) iv(i.year) robust

test logn + logk =1

testnl (_b[1l.logy]

testnl (_b[1l.logy]

testnl (_b[1l.logy]

-_b[1.1lognl/_bllogn])
-_b[1.logkl/_bl[logk])
-_b[1l.1logn]/_bl[logn]) (_b[l.logy]l = -_b[l.logk]/_bl[logk])
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